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Abstract

Community ecologists and macroecologists have long sought to evaluate the
importance of environmental conditions in determining species distributions,
community composition, and diversity across sites. Different methods have been
used to estimate species-environment relationships, but their differences to jointly
fit and disentangle spatial autocorrelation and structure remain poorly studied.
We compared how methods in four broad families of statistical models estimated
the contribution of the environment and space to variation in species occurrence
and abundance. These methods included redundancy analysis (RDA), generalized
linear models (GLMs), generalized additive models (GAMs), and three types of
tree-based machine learning (ML) methods: boosted regression trees (BRT), ran-
dom forests, and regression trees. The spatial component of the model consisted
of Moran’s eigenvector maps (MEMs; in RDA, GLM, and ML), smooth spatial
splines (in GAM), or tree-based nonlinear modeling of spatial coordinates
(in ML). We simulated typical site-by-species data to assess the methods’ perfor-
mance in (1) fitting environmental and spatial models, and (2) partitioning the
variation explained by environmental and spatial predictors. We observed marked
differences in performance among methods generally caused by their different
performances in fitting spatial structures. Generalized linear model and BRT with
MEMs were generally the most reliable methods for partitioning the variation
explained by environmental and spatial effects across a wide range of simulated
scenarios. The remaining methods tended to underestimate pure spatial effects,
because of either underfitting of simulated spatial structures or overestimation of
environmental effects compared to spatial effects when jointly estimated. Per-
forming variation partitioning on nine different empirical datasets using these
methods yielded contrasting results, especially in the estimation of the spatial frac-
tion of variation. Our results suggest that previously overlooked methods for per-
forming variation partitioning, especially tree-based ML, offer flexible approaches
to analyze site-by-species matrices. We provide general guidelines on the useful-
ness of different models under different ecological and sampling scenarios, for
species distribution modeling, community ecology, and macroecology.
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INTRODUCTION

The environment is a major driver of species occurrence
and abundance, shaping many facets of biodiversity, from
fine-scale community composition to large-scale species
distributions and co-occurrence (Chase & Leibold, 2003;
Townsend Peterson et al., 2011). Consequently, the envi-
ronment is central in ecological theory, including coexis-
tence theory (Chesson, 2000; Chesson & Warner, 1981),
modern niche theory (Chase & Leibold, 2003), met-
acommunity theory (Leibold et al., 2004; Thompson
et al., 2020), and biogeographical and macroecological
theory (Ricklefs & Jenkins, 2011; Townsend Peterson
et al., 2011). Species—environment relationships (SERSs)
have been widely estimated to (1) characterize the
species’ niches and model species distributions and
community composition (Bar-Massada, 2015; Norberg
et al., 2019; Townsend Peterson et al., 2011), (2) explore
the importance of environmental filtering as an ecologi-
cal process (Cottenie, 2005; Soininen, 2014), and (3) cor-
rect for environmental effects when studying biotic
interactions and other community assembly processes
(e.g., D’Amen et al., 2018; Ovaskainen et al., 2017).

One of the major challenges when studying SERs is
the correct estimation of environmental effects while
accounting for spatial autocorrelation of species distribu-
tions at different spatial scales, caused by both environ-
mental autocorrelation and spatial processes such as
dispersal limitation. In particular, a popular aim in com-
munity ecology has been to disentangle, using variation
partitioning, the relative importance of environmentally
driven (niche) processes from spatial processes often
associated with neutral theory (Cottenie, 2005; Leibold &
Chase, 2017; Peres-Neto et al., 2006; Soininen, 2014).
However, estimating SERs while accounting for spatial
autocorrelation and/or performing variation partitioning
has been done differently in different research fields.

In biogeography and macroecology, generalized linear
and additive models (GLM and GAM) as well as tree-based
machine learning (ML) methods are widely used to estimate
SERs (e.g., Elith & Graham, 2009; Norberg et al., 2019).
These methods have been, however, overlooked for dis-
entangling spatial dependence in the context of variation
partitioning, particularly in a community context with mul-
tispecies responses. Machine learning methods such as ran-
dom forest and boosted regression trees (BRT) (Elith &
Graham, 2009), and their multivariate versions (Nieto-

Lugilde et al., 2018), have several advantages over classical
regression methods, particularly because they are usually
bound by fewer statistical assumptions and are inherently
suited to model complex interactions and nonlinear relation-
ships. Although comparisons of different models to estimate
species distributions exist (Norberg et al., 2019), the useful-
ness of methods such as GAM and ML to model different
spatial structures while estimating environmental effects,
and to partition explained variation, has been less explored.
In community ecology, multivariate methods such as
constrained ordination (e.g., canonical correspondence
analysis and redundancy analysis [RDA]) or distance-
based methods have been widely used to partition
explained variation in community composition according to
environmental and spatial effects, and to infer community
assembly processes (Cottenie, 2005; Peres-Neto et al., 2006;
Soininen, 2014; Tuomisto & Ruokolainen, 2006). However,
these methods have been criticized, since their performance
depends on the strength of effects, the spatial structure
of the environmental variables, and model specification
(e.g., Gilbert & Bennett, 2010; Smith & Lundholm, 2010).
Here, we compare the virtues and drawbacks of
methods based on constrained ordination, GLMs, GAMs,
and ML (Table 1) to model and disentangle environmental
and spatial effects. These methods can all, in theory, model
environmental and spatial effects but use different tech-
niques to achieve it. They differ particularly in the estima-
tion of spatial effects, due to their different abilities to
approximate nonlinear relationships such as typical “wob-
bly” spatial surfaces. Methods such as RDA (a popular con-
strained ordination method) and GLM typically use
Moran’s eigenvector maps (MEMs) as linear predictors to
model spatial autocorrelation and structure (Dray
et al., 2012; Griffith & Peres-Neto, 2006); GAMs can fit com-
plex nonlinear relationships via semiparametric splines
(Wood, 2017); and tree-based ML can model nonlinear spa-
tial surfaces by recursively splitting the response along spa-
tial coordinates. These differences among methods also
affect the estimation of environmental effects, but SERs
such as consumer-resource curves (e.g., Fussmann
et al,, 2005) or thermal performance curves (e.g., Krenek
et al., 2011) are typically less complex and less wiggly than
spatial surfaces, and can be often approximated by simpler
parametric functions (e.g., linear, logarithmic, or unimodal).
Further, some of these methods assume symmetrical or
normal error distributions, such as RDA and some ML algo-
rithms, but may be suboptimal for frequency distributions
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TABLE 1 The methods compared in this study and respective model fitting settings and parameters

Method family

Constrained
ordination

Generalized
linear models

Generalized
additive
models

Machine learning
tree-based
methods

Method
name

RDA

GLM

GAM

BRT

UniRF

MVRF

MVRT

Method full name Type

Redundancy
analysis (based
on linear
regression)

Generalized linear
model

Generalized
additive model

Boosted regression
trees

Univariate random NP

forest

Multivariate
random forest

Multivariate
regression tree

Environmental
response
P Linear, polynomial
P Linear, polynomial
SP Linear, spline
k=3)
(potentially any)
NP  Any*
Any*
NP  Any*
NP  Any*

Spatial modeling

MEM (based on XY

coordinates)

MEM (based on XY

coordinates)

Splines on XY
coordinates

Recursive splitting
of response
along XY
coordinates,
MEM (based on
XY coordinates)

XY coordinates,
MEM (based on
XY coordinates)

XY coordinates,
MEM (based on
XY coordinates)

XY coordinates,
MEM (based on
XY coordinates)

Specific settings in R

- R package: base (function
“Im”; similar to the vegan
approach)

- Species data: Hellinger-
transformed

- Distribution: normal

- R package: base

- Species data: raw

- Distribution: normal
(abundance), quasi-Poisson
(counts), binomial (binary)

- R package: mgcv

- Species data: raw

- Distribution: normal
(abundance), Poisson
(counts), and binomial
(binary)

- R package: mvtboost

- Species data: raw

- Distribution: normal
(abundance), Poisson
(counts), and Bernoulli
(binary)

- No. trees: 1000

- Learning rate: 0.01 or 0.001

- Interaction depth: 2 (1 with
MEMs)

- Internal CV: no

- R package: randomForest

- Species data: raw
(abundance), categorical
0/1 (binary)

- No. trees: 500

- Node size: default

- Sample size: N or N/5

- R package: randomForestSRC

- Species data: raw
(abundance), categorical
0/1 (binary)

- No. trees: 500

- Node size: default

- Sample size: N or N/5

- R package: mvpart

- Species data: raw
(abundance), numeric 0/1
(binary)

- Node size: 5 (no CV)

- Interaction depth: 1-20 (CV)

- Internal CV: yes or no

Note: All the method choices, such as the type of spatial modeling technique, are justified in the “Methods” and Appendix S1: Table S3
Abbreviations: CV, cross-validation; MEMs, Moran’s eigenvector maps; NP, nonparametric; P, parametric; SP, semiparametric.
#Any response shape, independently of what was simulated in this study, can be fitted, including complex interactions and nonlinearities.
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of typical data such as species occurrence (binary data)
and abundance (counts data). Our goal was to assess the
performance of different statistical approaches for fitting
environmental and spatial effects (Exercise 1), and par-
titioning explained variation (Exercise 2), using simu-
lated data. In addition, we explored the impacts of
choosing different methods to partition explained varia-
tion in nine empirical datasets. We specifically focus on
site-by-species matrices of occurrence or abundance as
response variables, but this study can apply to any kind
of (spatialized) ecological response, such as species rich-
ness and beta-diversity.

METHODS
Data simulation

We simulated site-by-species community data where vari-
ation in abundance or binary occurrence corresponded to
predefined species’ responses to environmental condi-
tions, spatial gradients, or both. We used a simple simula-
tion consisting of a grid of N cells (hereafter sites), where
each site was occupied by a different community and was
environmentally homogeneous. The occurrence or abun-
dance (Y;) of each species i at a given site j depended on
an environmental response (Xj;), a spatial response (W),
or their linear combination.

Environmental response (X)

We simulated one spatially autocorrelated environmental
variable E (0 < E < 1) on the grid by simulating a random
Gaussian field in which the autocorrelation level was set by
the range parameter (A) of an exponential variogram
model, using the R package gstat (Pebesma, 2004). Species
responded to E either linearly or according to a Gaussian
curve (i.e., a unimodal, bell-shaped response). As such, the
response to the environment (Xj;) of species i in cell j was

Xij = BiEj 1)

where E; is the environmental value in cell j and f; is the
slope of the linear response (f; was taken randomly from
a normal distribution of  values; mean = 10, SD = 2).
Alternatively,

f(E_;fui)z

XU:XmaXe 62 (2)

where ; is the mean of the Gaussian response (i.e., the
optimal environmental condition for species i, p being

equally spaced along the environmental variable from
0.05 to 0.95), o is the standard deviation (i.e., the funda-
mental niche breadth), and X.., (=20) is a constant
defining the maximum abundance. For examples of the
linear and Gaussian-shaped responses, see Appendix S1:
Figure S1.

Spatial response (W)

The spatial response W was defined by simulating another
random Gaussian field S on the same grid, independently
from E, and setting the abundance (or occurrence) Wj to be
directly proportional to S; (W = XmaxSy). Xmax (=20) sets
W to the same scale as X;;. We simulated different types
of spatial structures S by defining two different spatial
models (an exponential or Gaussian variogram model)
with varying ranges (A). For examples of spatial patterns
of S, and thus W, see Appendix S1: Figure S2.

Multispecies responses (Y;)

In order to vary the relative contributions of the environ-
ment (X) and space (W) to variation in species’ abun-
dance or occurrence, X; and W; were given different
weights (Bx and Py, respectively; fx + Pw = 1), so that

Yy =PBxXy+ By Wiy (3)

The simulated site-by-species matrix was obtained as fol-
lows. Occurrence (i.e., presence-absence) data Y; were
obtained by first transforming Y; (centered around 0)
into probabilities Pj; using an inverse logit function, and
then randomly sampling from a Bernoulli distribution
with parameter P;. Two types of abundance data Y;; were
generated: data with normally distributed errors (p = 0
and o = 2) and data with Poisson distributed errors using
the deterministic abundances Y; as the mean abun-
dances of the Poisson distribution (see an example of the
spatial pattern of the resulting Y in Appendix SI:
Figure S3). The relative contribution of X and W to varia-
tion in Y was measured by partitioning the squared corre-
lation coefficient r* between Y; and Y; (equivalent to R>
in a linear regression) into the total fraction [X] of varia-
tion attributable to X and the pure fraction [W] of varia-
tion attributable to W, according to:

FJZKWZV(Yi,?i)Z, (4)

e =r(YiXi)’, (5)
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x)=r, (6)
(W)= — 1% 7)

Note that the difference between Y; and Y; is the noise
added by the random sampling, and thus, the fraction of
unexplained variation (i.e., noise) is 1—r%,,. Although
W is independent from X, some collinearity between
them can arise by chance and jointly explain variation in
Y. Because W is a pure spatial variable, the collinear
effect is the effect of spatially correlated X. The fraction
[X] contains this shared fraction of variation, unlike the
pure fraction of variation [W]. As expected,  was directly
related to the partial correlation r between X; or W; and
Y;, that is, PByocryk and Py ocry, (Appendix S1:
Figure S4). The r> values were Pearson correlation for
normal data, Spearman rank correlation for counts data,
and point-biserial correlation (as defined in the R pack-
age Itm; Rizopoulos, 2006) for binary data. [X] and [W]
represent the reference fractions against which we com-
pared the values of the variation fractions according to
the different methods in Exercise 2 (see below).

We considered different scenarios by varying the type
of data (normal, counts, or binary), the size of the grid
(N = 25, 100, or 400 sites), the type of spatial variogram
model of W (exponential or Gaussian), the autocorrela-
tion range of both W and X (A = 0.01N, 0.5N, or N), and
the type of response to the environment, either linear or
bell-shaped with varying niche breadth (26* = 0.002, 0.02,
or 0.2) (see also Appendix S1: Table S1). The reference sce-
nario, while one target parameter varied, was N = 100,
A = 0.5N and 26° = 0.02. In addition, we considered a sce-
nario where a random subsample (50 out of 400 sites) was
taken to simulate a sampling effect, and another scenario
where either three or six random environmental variables
orthogonal to the response (i.e., noise) were added to
inspect overfitting propensity. The number of species was
20 in all simulations. For each combination of simulation
parameters (Appendix S1: Table S2), we simulated a range
of predictive weights fx from 0 to 1 increasing by 0.1, deter-
mining the relative importance of environment and space,
since By = 1 — Px. Each combination of parameters and fx
was replicated five times, resulting in a total of 3960
simulation runs.

Statistical methods

We considered methods in four broad families of statisti-
cal models (Table 1): constrained ordination, GLMs,
GAMs, and tree-based ML. These methods can fit
species—environment and species—space relationships in a

variety of ways as different environmental and spatial
predictors can be used to estimate the same environmen-
tal and spatial effects. Some, but not all, techniques can
be used with more than one method to model space and
environment (see Appendix S1: Table S3)—for example,
recursive splitting of response variables along spatial
coordinates can only be used with ML, and not with
RDA, GLM, or GAM, but MEMs can be used in RDA,
GLM, and ML; thus, we could not consider all combina-
tions. Further, each of these methods can be used in a
variety of ways by tuning the respective algorithms, but
these fine-tunings should be chosen according to the type
of data at hand and goals of the study. For our compari-
son, we tuned the methods based on the simulated types
of data and our own experience while performing prelim-
inary analyses and explorations.

Constrained ordination

We used RDA (Rao, 1964) as the method representing
the broad family of multivariate methods. In RDA, the
response variables are modeled with ordinary linear
regressions (one for each species), and then, an ordina-
tion is performed on the predictions, although we did not
need to perform the ordination step for our purposes.
The difference to GLMs is that in RDA only ordinary lin-
ear regression is used, and although not necessary, the
species data are usually first transformed to allow for an
unbiased analysis of community composition gradients
(Legendre & Gallagher, 2001). We used the Hellinger
transformation (RDA-Hel) as recommended in Legendre
and Gallagher (2001) and Legendre and Legendre (2012)
to downweight the effect of rare species. Still, because
this data transformation consists in dividing each value
by the sum of abundances of the respective site (i.e., the
row sum) and taking its square root, which might some-
how distort the simulated data and break the underlying
simulated relationships, we also performed RDA on raw
data to make it comparable to all the remaining methods
(RDA-raw). The response to the environment was
modeled as either a linear or a second-degree polynomial,
depending on the simulated data, and when the simu-
lated response to the environment was bell-shaped, we
log-transformed the data prior to the Hellinger transfor-
mation to better approximate the shape of the response
(see Appendix S1: Figure S5). The spatial effects were
modeled with distance-based MEM variables using the
function “dbmem” (with default settings) of the R package
adespatial (Dray et al., 2016). Moran’s eigenvector map vari-
ables represent the spatial autocorrelation across sampled
sites at different spatial scales (i.e., different grains of auto-
correlation). We used the R function “Im” from the R stats
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package (R Development Core Team, 2020) to fit the linear
models underlying RDA.

Generalized linear models

All GLMs were fitted as single models to each species,
and the predictions were then stacked into a matrix of
predicted species abundances or occurrences. The error
distribution of the model was defined according to the
type of simulated data: a normal (Gaussian) distribution
for normal errors, quasi-Poisson for counts data (due to
best estimation convergence compared to Poisson and
negative binomial), and binomial/Bernoulli distribution
for binary data. We fitted either a linear or a second-
degree polynomial to model the response to the environ-
ment (depending on the simulated environmental com-
ponent X). We used MEMs (calculated as described for
RDA) to model the spatial effects. The GLMs were fitted
using the stats R package (R Development Core
Team, 2020).

Generalized additive models

Generalized additive models were fitted using the R
package mgcv (Wood, 2017). We fitted either a linear
effect or a thin-plate spline with k = 3 dimensions (for
the case of unimodal responses) to model the environ-
mental effect, and 2D thin-plate splines with either a
default k (that depends on the number of predictors;
GAM-kdef) or fixed k = 10 on the spatial coordinates
of the sites to model the spatial effect (GAM-k10). The
different k allowed us to compare different initial
degrees of “wiggliness” of the basis functions. The
smoothing parameters were estimated by restricted
maximum likelihood. Similarly to GLM, the error dis-
tributions were tailored to the type of data, but unlike
in GLM, the Poisson distribution was preferred for
counts data due to good convergence.

Machine learning: Tree-based methods

Tree-based methods (Hastie et al., 2009) recursively split
the response along a set of predictor variables, resulting
in one tree or multiple trees (i.e., a “forest”). In contrast
to the previous methods, tree-based ML makes no
assumption regarding the functional form of the SERs;
instead, the relationship is learned from the data. As
such, the environmental predictor was E and the spatial
predictors were either the spatial coordinates (XY) or
MEMs (see model specifications and settings in Table 1).

When spatial coordinates were used, we tried two vari-
ants of each method by defining two different values for
the algorithm parameter that mostly affected the smooth-
ness of the fitted model (see below), according to a priori
trial-error explorations.

Boosted regression trees

This method uses a gradient boosting algorithm of
Friedman (2001), which fits, to each species separately, a
sequence of regression trees, where each new tree is applied
to the residuals from the previous tree (Miller et al., 2016).
We used the R function “mvtb” (package mvtboost), which
is fitted according to the algorithm presented in the R pack-
age gbm (and documentation therein; Greenwell
et al,, 2020), and fitted two variants of the algorithm—
shrinkage (or “learning rate”) set to either 0.01 (BRT-1r0.01)
or 0.1 (BRT-Ir0.1). We set the tree depth to 2 to allow the
model to fit complex spatial structures resulting from the
interaction between the spatial coordinates (X, Y), except
for the model with MEMs (BRT-MEM), where we used a
tree depth of 1 to avoid interactions between MEMs. The
model with MEMs used a sample learning rate of 0.01.

Univariate random forest (UniRF)

This fits a UniRF (Breiman, 2001; Hastie et al., 2009) to
each species individually, using the ‘“randomForest” R func-
tion (package randomForest). A RF consists of a set of
regression trees fitted to bootstrapped data (i.e., sampled
with replacement), each tree fitted to a random fraction of
predictors. Predictions of the individual trees are then aver-
aged to get the overall prediction. The UniRF method is
identical to the method called Gradient Forest implemented
in package gradientForest (Ellis et al., 2012). We set the
algorithm to 500 regression trees, each with a sample size of
either N (the sample size of the data; UniRF-SS0) or N/5
(i.e., 20% of the data; UniRF-SS20), each fitted to data res-
ampled randomly with replacement, using a random subset
(1/3) of the predictors. The sample size was observed to
influence the smoothness of the fitted model, thus being
tightly related to the control of overfitting. The model with
MEMs (UniRF-MEM) used a sample size of N.

Multivariate random forest (MVRF)

Similarly to the univariate version, this multivariate version
fits a regression tree to each species, but now all happens
within a single function call, and the split rule is the com-
posite normalized mean-squared error, where each compo-
nent (species) of the composite is normalized so that the
mean abundance of the species does not influence the
split rule. We used the R function “rfsrc” (package
randomForestSRC; Ishwaran & Kogalur, 2019). We used the
minimum number of observations in any terminal (“leaf”)
node fixed to 5 and followed the default settings of the R
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function so that each tree in the forest was fitted to data res-
ampled randomly with replacement, and the number of
randomly chosen predictors in each tree was the square root
of the total number of predictors. Such as for UniRF, we
varied the sample size to be either N (the sample size of the
data; MVRF-SS0) or N/5 (i.e., 20% of the data; MVRF-SS20)
in order to assess different “smoothness” settings. Here
again, the model with MEMs used a sample size of N.

Multivariate regression trees (MVRT)

This method fits a single MVRT (De’ath, 2002) to explain
the abundance or occurrence data. We used its imple-
mentation in R function “mvpart” (package mvpart). We
fitted a tree with the minimum number of observations
in any terminal (“leaf”) node fixed to 5. We fitted the
models with (MVRT-CV) or without (MVRT-noCV)
internal cross-validation. The model with MEMs (MVRT-
MEM) was estimated without cross-validation.

Assessment of method performance with
simulated data

Our study comprised two exercises. In Exercise 1, we
assessed the ability of the methods presented in Table 1 to
approximate the simulated responses of species to the envi-
ronment, as well as the spatial structure of their distribu-
tions. In Exercise 2, we partitioned the variation in
multispecies abundance or occurrence caused by the spatial
and environmental effects, and compared these to the simu-
lated (i.e., reference) spatial and environmental fractions of
explained variation.

Exercise 1. Model fitting performance

We applied each of the methods (Table 1) on simulated
data and obtained the model predictions (17). The fitting
performance was calculated by the correlation between
the simulated abundance or occurrence values before
adding the error structure (Y; i.e., the true model) with
the model predictions Y. However, deviations from the
true model could be due to under- or overfitting: If data
are overfitted, the predictions will be (wrongly) closer to
the simulated response values Y (as the added error
will also be fitted to some extent) and the correlation
between Y and Y will be higher than the correlation
between Y and Y; if data are underfitted, the correlation
between Y and Y will be lower than that between Y and
Y. We explicitly assessed these causes of
underperformance. The performance was assessed for
models estimating environmental and spatial effects
jointly, environmental effects alone (i.e., when fx = 1

and By = 0; but note that it includes the effect of spa-
tially autocorrelated environment), and spatial effects
alone (i.e., when fx = 0 and fy = 1). RDA-Hel was
excluded from this exercise, because the transforma-
tion of the response data makes this model incompara-
ble with the simulated data and thus with the other
methods (though we assessed its performance in Exer-
cise 2, as the variation fractions are always on the same
0-1 scale).

Exercise 2. Variation partitioning performance

We performed variation partitioning with each of the
methods according to the same procedure as for the sim-
ulated data (Equations (4)-(7)), but now we used the
model predictions to calculate the rz/ind obtain the frac-
tions of explained variation [X] and [W]:

—~ 2
Vj(/l;/ = r(YbYXW,i) . (8)
5 —~ 2
l’;(\ = r(Yi,YX,i) , (9)
X =r2, (10)
[/V[—/\] = rja/ — r)%. (11)

The predictions ?XWJ correspond to the full model with
both environment and space as predictors, and the pre-
dictions Yy, correspond to the model with the environ-
mental predictor alone. Note that the spatial predictors in
the statistical models also estimate the effect of the envi-
ronment that is spatially autocorrelated; thus, [)A(] also
contains the variation attributed to the effect of spatially
correlated environment. As such, the shared fraction of
variation estimated from the statistical models was sys-
tematically higher than the shared fraction of the simulated
data. This is why we compare the total (pure + shared)
environmental fraction of variation. The performance of
each method under the different simulation scenarios was
assessed by comparing the estimated versus simulated frac-
tions of variation. To keep the comparison fair, we also used
squared correlation coefficients (r*) for the estimated varia-
tion fractions. To check possible effects of the choice of
goodness-of-fit metric, we also performed variation par-
titioning using R? or deviance-based pseudo-R® metrics
depending on the type of data and method. For RDA and
GLM, we adjusted the r* to account for the number of pre-
dictors (as recommended in Peres-Neto et al., 2006). Nega-
tive fractions of variation were set to 0.
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Comparison of methods using
empirical data

To explore the impacts of method choice on empirical
results, we compared the results of the variation par-
titioning performed by the different methods (Table 1)
on nine empirical datasets (see Appendix S2). Each
empirical dataset consisted of a site-by-species abun-
dance matrix, some environmental variables, and geo-
graphical coordinates of the sites. For GLMs, we
included both linear and quadratic effects for the envi-
ronmental predictors. Because the sample size of these
data tended to be small (29 < N < 138), we limited the
number of environmental predictors by randomly
choosing three continuous predictors that were the
same across the different models.

RESULTS
Exercise 1. Model fitting performance

We observed clear differences in fitting performance
among the different methods (Figure 1). Most methods
tended to underfit the data when both environmental
and spatial responses were included, including GAM,
UniRF, MVRF-SS20, and MVRT (Figure la-c), which
was mostly caused by underfitted simulated spatial struc-
tures (Figure 1g-i). Environmental responses were better
approximated in general (Figure 1d-f) than spatial
responses, but UniRF and MVRF with more smoothness
(UniRF-SS20 and MVRF-SS20), the MVRT methods,
RDA, GLM, and GAM for normal data did not accurately
fit the environmental responses. RDA, as well as GLM
and GAM for normal data, could not fit the bell-shaped
responses adequately (see also Appendix S1: Figure S5b),
and BRT with lower smoothness (BRT-1r0.1) tended to
slightly overfit the environmental response. The spatial
responses were generally underfitted, particularly in
GAMs, UniRF, MVRF-SS20, MVRT-noCV, and MVRT-
CV (Figure 1g-i). The other models were better fitted,
although GLM, BRT-1r0.1, BRT-MEM, and MVRF-MEM
tended to overfit the simulated spatial structures. The
methods using MEMs were generally more efficient in
modeling spatial structure, except UniRF-MEM.

The type of environmental response and spatial struc-
ture also caused fitting differences (Figures 2 and 3). The
methods RDA, GLM, GAM, and MVRF-SS20, and to a
lesser extent UniRF and MVRT, showed decreasing fitting
performance as the shape of the bell-shaped environmental
response narrowed, whereas BRT and MVRF with lower
smoothness (MVRF-SSO and MVRF-MEM) could better fit
these narrow responses, despite their propensity to overfit

the narrowest environmental response in some situations
(Figure 2). For the spatial effects, the fitting performance
increased with the smoothness of the spatial pattern
(Figure 3). For a nearly random spatial structure
(A = 0.01N), for which we expected that the models would
not fit the data (i.e., we expected simulated-predicted corre-
lations to be close to 0, and thus a score closer to —1 in
Figure 3), we observed that the models with MEMs over-
fitted the data (except UniRF-MEM), BRT and MVRF-SS0
overfitted the data to some extent, whereas GAM and
UniRF correctly did not overfit into this random variation.

Exercise 2. Variation partitioning

The variation partitioning performance, that is, the differ-
ence between the estimated ([)A(], [W]) and simulated
([X], [W]) fractions, varied considerably across methods,
but was generally consistent across the different types of
data (Figures 4 and 5). None of the methods perfectly
recovered both the spatial and environmental fractions of
the simulated reference variation partitioning. Overall,
GLMs and BRT-MEM were the most consistent with the
simulated variation partitioning, particularly in the esti-
mation of the spatial fraction (Figures 4 and 5; RDA-raw
performed as well as GLM and BRT-MEM for the spatial
fraction, but it was worse for the environmental fraction).
For the spatial effects, consistently with the fitting perfor-
mance assessed in Exercise 1, variation fractions were in
general underestimated. The results were qualitatively
similar when using R? or deviance-based pseudo-R* met-
rics for partitioning the wvariation (Appendix SI:
Figures S7 and S8). The performance for each individual
combination of simulation parameters can be seen in
Appendix S1: Figures S9-S20 (equivalent to Figure 5 but
separately plotted for each case). Even though the shared
variation fraction was not directly evaluated (as it was
attributed to the environmental fraction), the methods
were robust to the amount of environmental autocorrela-
tion, as variation in performance was low within
methods (compared to that among methods) when the
level of spatial autocorrelation in the environment varied
(Appendix S1: Figure S21).

Redundancy analysis underestimated the environmen-
tal variation fraction (Figure 4), especially for low sample
size (N = 25), narrow niche breadth, and when random
environmental predictors were added (Figure 5). Redun-
dancy analysis also generally underestimated the spatial
fraction, but estimated it better than the environmental
fraction. We saw similar results in GLM (Figures 4 and 5),
but the GLM could better deal with bell-shaped environ-
mental responses in both counts and binary data (see also
Figure 1). The main difference between GLM and RDA was
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FIGURE 1 Fitting performance of the different statistical models for the additive effect of environment and space (a—c, each boxplot

based on 1265 simulations, cases 1-6, and 8-13; Appendix S1: Table S2), the environmental effect alone (d—f, px = 1; each boxplot based on
100 simulations, cases 1-10, and 13), and the spatial effect alone (g-i, y = 1; each boxplot based on 115 simulations, cases 1-6, and 8-13),
fitted to normal, counts, and binary data, across the different generated data (see Appendix S1: Tables S1 and S2). The performance is given
by the correlation between the simulated response values (Y) and the model predictions (17) minus the correlation between the simulated
response values (Y) and the simulated deterministic response corresponding to the true model (Y). The dashed line represents a perfect fit
(ie., Y= Y), positive values indicate overfitting, and negative values indicate underfitting. BRT, boosted regression trees; CV, internal cross-
validation (with, “CV,” or without, “noCV”); GAM, generalized additive models; GLM, generalized linear models; k, dimension of the spline
basis function (default, “def,” or with fixed k = 10, “k10”); Ir, learning rate (0.01 or 0.1); MEMs, Moran’s eigenvector maps; ML, machine

learning; MVRF, multivariate random forest; MVRT, multivariate regression trees; RDA, redundancy analysis; SS, resample size (0 for

SS = N and 20 for SS = N/5); UniRF, univariate random forest
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FIGURE 2

Fitting performance of the different statistical models for the different environmental effects: unimodal with different niche

breadths (narrow = 0.002, intermediate = 0.02, and broad = 0.2) and linear (see also Appendix S1: Figure S1). The results are pooled for all

types of response data (i.e., normal, counts, and binary data), each boxplot based on 360 simulations (fx = 1). The performance is given by

the correlation between the observed response values (Y) and the model predictions (17) minus the correlation between the simulated

response values (Y) and the simulated deterministic response corresponding to the true model (Y). The dashed line represents a perfect fit

(e, Y=Y), positive values indicate overfitting, and negative values indicate underfitting. BRT, boosted regression trees; CV, internal cross-

validation (with, “CV,” or without, “noCV”); GAM, generalized additive models; GLM, generalized linear models; k, dimension of the spline
basis function (default, “def,” or with fixed k = 10, “k10”); Ir, learning rate (0.01 or 0.1); MEMs, Moran’s eigenvector maps; MVRF,
multivariate random forest; MVRT, multivariate regression trees; RDA, redundancy analysis; SS, resample size (0 for SS = N and 20 for

SS = N/5); UniRF, univariate random forest

that GLM tended to overestimate the spatial fraction for
binary data (Figures 4 and 5).

Generalized additive models underestimated the spatial
fraction but generally correctly estimated the environmental
fraction (Figures 4 and 5). Even though GAMs used flexible
splines for the environmental response, the narrowest
responses were still underestimated (Figure 5). We did not
find differences between the number of dimensions of the
basis functions of the splines (we compared the default
or k = 10).

The performance of ML differed across its different
methods, as well as between the variants of each method
depending on the type of spatial variables used and the
parameters controlling the smoothness of the models. All

ML methods tended to overestimate the environmental
fraction, except for UniRF and MVRT with cross-
validation (MVRT-CV) (Figure 4). The tendency of BRT
and MVRF to overfit the environmental responses (see
above and Figure 1) was also reflected in overestimation
of the environmental fraction and underestimation of the
spatial fraction (Figure 4). In addition, BRT was particu-
larly sensitive to sample size and the number of environ-
mental covariates, overestimating the environmental
fraction when we added environmental covariates
unrelated to the response. These problems were less
severe for BRT-MEM. The spatial fraction was generally
underestimated with all ML methods, although only
slightly for BRT with MEMs (Figures 4 and 5). Boosted
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FIGURE 3 Ability of the different statistical models to fit different spatial structures: exponential (exp) and Gaussian (Gau) variogram

models with A = 0.01, that is, nearly random spatial structure, A = 0.5N or A = N. The smoothness of the spatial structure increases to the

right (see also Appendix S1: Figure S2). The results are pooled for all types of response data (i.e., normal, counts, and binary data), each

boxplot based on 360 simulations (By, = 1). The performance is given by the correlation between the observed response values (Y) and the

model predictions (}A’) minus the correlation between the simulated response values (Y) and the simulated deterministic response

corresponding to the true model (Y). The dashed line represents a perfect fit (i.e., ¥ =Y), positive values indicate overfitting, and negative

values indicate underfitting. BRT, boosted regression trees; CV, internal cross-validation (with, “CV,” or without,

“noCV”); GAM,

generalized additive models; GLM, generalized linear models; k, dimension of the spline basis function (default, “def,” or with fixed k = 10,

“k10”); Ir, learning rate (0.01 or 0.1); MEMs, Moran’s eigenvector maps; MVRF, multivariate random forest; MVRT, multivariate regression

trees; RDA, redundancy analysis; SS, resample size (0 for SS = N and 20 for SS = N/5); UniRF, univariate random forest

regression trees with MEMs was the method that per-
formed consistently better across all simulated scenarios
(Figures 4 and 5).

Empirical data

The choice of method had a clear influence on the
results of the variation partitioning on empirical data
(Figure 6). Fitting GLM, MVRF-SS20, and MVRT-CV
led to convergence or estimation problems for some
datasets, likely because of the large number of spatial
predictors relative to sample size in GLMs, and because
of insufficient sample size for recursively splitting data
and/or performing cross-validation in MVRF-SS20 and

MVRT-CV. The trends in the estimation of environ-
mental variation fractions across the different datasets
were mostly consistent across the different methods
(high pairwise correlations among methods), except for
RDA and BRT-1r0.1, which were less correlated with
the other methods. Regarding the estimation of the
spatial variation fraction, the methods were highly
inconsistent. The methods that provided more consis-
tent results were BRT with MVRF and to a lesser extent
GAM with BRT. Even though the total variation
explained is overall similar across the different
methods, there are strong differences in the variation
partitioning outputs, namely, in the estimation of the
spatial effects and how they are attributed to
autocorrelated environment or pure space.



12 of 16

VIANA ET AL.

B roA | [eiY GAM ML
Normal data Counts data Binary data
MVRT-MEM - — — - lon o ame— — - -0
MVRT-CV — ammss- ) -es0 0 -l -an emmes- I -am
MVRT-noCV - - — - e oo- —o eme- — - -0
RF-MEM — -4 - - H - — — - -
MVRF-SS20 - i == == EE o X —amo o — o - o
VRF-SSO e == = == =] g = ]
LLJJanE-g/ISEzl\(/I) — o— [, —wmo [} ~wo ~— I —eo
niRF- —
i - P iz -
BRT- e - -eso el m--» e 0 -aw o

[ X1 uonoedl [RUBWUOIIAUT

SS
MEM -
BRT-Ir0.1 — -— - EE——-—-— e — — LR - = == - -
BRT-Ir0.01 - - — O — -e= o | I e = |-l — e
GAM-k10 - - - - +peam @[ -e=mo
GAM-kdef — o —— ol - [ -e=o
GLM - — - — — F - [} -eoom
RDA-Hel { +~ — — oo — — eamm——- @ -0 - - — —
RDA-raw 4 ~ — — -l — — — ©o aamme- @ oo - — — E - -
| | |
T I I T T I T | I T T T I T I
-1.0 -05 00 05 1.0-10 -05 00 05 1.0-10 -05 00 05 1.0
MVRT-MEM — - — ==k - —o - — o=
MVRT-CV -  «m- — =3 ~ @ - b o — -
MVRT-noCV H + — —==H o — o3 - - — —x—H .‘é’
MVRF-MEM H +~ — ——x— - — O H e = == L Q
MVRF-SS20 4 +~ — —x=3p o — OO} - — -
MVRF-SSO0 4 +~ - = = - — ep Q'
llJJn_iRR'f::-g/ISEZI\(/I) - o — - - — ot - - -k —
niRF- - - — — = - - o = =] )
UniRF-SS0 -  owmm- — = — - - oL - — — N
BRT-MEM - o —- —o @ @} —o - - - [e]
BRT-Ir0.1 | +~ — ——x= — = = R e e e =
BRT-I0.01 4 +~ - - -~ - — oo 4 ) = = =
GAM-k10 { +~ - - =3~ P -—- - - -
GAM-kdef H{ +~ — — =2 ~ o»- — £ il == = ] —
GLM — _-—DE—- como— —{IH+ o aoo- I} —am® 3
RDA-Hel | +~ — - = P N — — o — — —~ [
RDA-raw a-——-l——oo oo-——il———)o am cam— _‘l_ Y
| | | I I | | | | [ | I | | I
-1.0 -05 0.0 0.5 1.0-10 -05 0.0 0.5 1.0 -1.0 -05 0.0 0.5 1.0

Estimated fraction — simulated fraction

FIGURE 4 Variation partitioning performance of the different methods for normal, counts, and binary data across the different

generated data (each boxplot based on 1265 simulations, cases 1-6, and 8-13; Appendix S1: Table S2). The performance is given by the

difference between the estimated and simulated fractions of variation explained by the environment ([)A( ] — [X]; upper panels) and space

([W] - [W]; lower panels). The dashed line represents equality (simulated = estimated), positive values indicate overestimation, and

negative values indicate underestimation. BRT, boosted regression trees; CV, internal cross-validation (with, “CV,” or without, “noCV”);
GAM, generalized additive models; GLM, generalized linear models; k, dimension of the spline basis function (default, “def,” or with fixed
k = 10, “k10™); Ir, learning rate (0.01 or 0.1); MEMs, Moran’s eigenvector maps; ML, machine learning; MVRF, multivariate random forest;

MVRT, multivariate regression trees; RDA, redundancy analysis; SS, resample size (0 for SS = N and 20 for SS = N/5); UniRF, univariate

random forest

DISCUSSION

Our simulations show that it is challenging to recom-
mend a single universal method for modeling spatial and
environmental effects that can be used under any circum-
stances. All methods assessed here have advantages and
drawbacks, and none of the methods provides a perfect
model that always correctly fits both the environmental
and spatial responses. Generalized linear models and
BRT with MEMs provided balanced fits that consistently
disentangled the spatial and environmental sources of
variation in simulated species abundance and occur-
rence. This highlights the potential of GLMs as an alter-
native to popular constrained ordination methods, and of

BRT combined with powerful spatial predictors (MEMs)
as a flexible, yet not widely deployed, method for ecolo-
gists aiming at disentangling environmental and spatial
effects. Generalized linear models are particularly useful
when specific hypotheses about SERs are considered, as
we can limit the scope of modeled responses to, for
instance, linear and unimodal. In contrast, BRT can fit
any kind of response, with its shape completely learned
from the data, and is an effective solution if there is no
specific hypothesis about SERs.

Generalized additive models are a good compromise,
as modeled SERs can be limited to parametric response
shapes (e.g., polynomials or splines with a limited num-
ber of basis functions, k), while spatial effects can be
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FIGURE 5 Plots of simulated versus estimated fractions of
variation explained by the environment ([ X] vs. [)A(]; left panels) and
space ([W] vs. [W]; right panels) across different methods (different
rows) and generated data (different colors). Each case (in color) is
replicated five times in each value of px (left panels) or Py (right
panels). The black line represents the 1:1 line, where points should
fall if the estimated fraction is equal to the simulated fraction. BRT,
boosted regression trees; GAM, generalized additive models; GLM,
generalized linear models; k, dimension of the spline basis function
(default, “def”); Ir, learning rate (0.01 or 0.1); MEMs, Moran’s
eigenvector maps; RDA, redundancy analysis; SS, resample size

(0 for SS = N); UniRF, univariate random forest

fitted using flexible splines on spatial coordinates.
Because GAMs tend to fit smoother spatial surfaces in
comparison with other methods, they might be more
transferable, for example, if the goal is to predict the
response in unsampled sites. Note, however, that GAMs
underestimated spatial fractions when the simulated spa-
tial responses were derived from short variogram ranges

Among the spatial structures that we considered, those gen-
erated with exponential variograms (Appendix SI:
Figure S2) tended to be underfitted, whereas nearly random
spatial structures tended to be overfitted by the methods
that better fitted the former (Figure 2). We suggest to
choose the type of spatial model depending on the processes
involved (e.g., dispersal limitation or connectivity) and goals
of the study. For example, MEMs are useful for interpreta-
tion purposes and infer spatial scales of variation (Dray
et al., 2012; Murakami & Griffith, 2019). Generalized addi-
tive models, on the other hand, can fit smooth spatial sur-
faces (e.g., Appendix S1: Figure S6), such as those simulated
via a Gaussian variogram model (Appendix S1: Figure S2),
which can be suitable for interpolation. And ML can offer
flexible solutions, but a priori explorations, for example,
through simulations, might be needed to determine how
flexible the spatial model needs to be.

We also warn that the models considered in our study
are suited for modeling environmental and spatial effects
only within the study area, as fitted spatial surfaces are
hardly transferable in space. If the goal is to predict out-
side the study area (i.e., extrapolation), as is often the
case in species distribution models, the use of



14 of 16 |

VIANA ET AL.

autoregressive models (Dormann et al., 2007) might be a
better alternative, though we are unaware of their use for
variation partitioning. Alternatively, if the goal is to esti-
mate the total fraction of variation explained by the envi-
ronment independently of space (i.e., if spatial effects are

Env fraction
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not of interest), then spatially blocked cross-validation is
a good alternative (Roberts et al., 2017). Spatial block-
ing can effectively account for spatial autocorrelation,
even though the spatial effect is not modeled. If the
goal is to perform variation partitioning, note that spu-
rious environmental effects arise from spatial autocor-
relation as the number of spatially autocorrelated
environmental predictors increases (Chapman, 2010).
These spurious effects should be accounted for and
attributed to pure space rather than to the shared frac-
tion of variation (Clappe et al., 2018 and the methods
therein).

Our results show that there is margin for improvement.
For example, machine learning methods are diverse, and
more methods can be tested and even developed specifically
for the purposes outlined here (e.g., D’Amen et al., 2017;
Nieto-Lugilde et al., 2018). Also, joint species distribution
models (JSDM), which are based on generalized linear
modeling, are becoming popular in community ecology
(e.g., Ovaskainen et al., 2017), but their performance to
model different spatial structures remains poorly explored.
It is also possible to combine ML techniques with JSDMs,
which offer a more flexible approach to model nonlinear
responses while using JSDM machinery (Harris, 2015).
Other possibilities include the development of better cross-
validation procedures to partition explained variation, and
the development of R* adjustment procedures, in particular
for ML methods such as BRT, since the addition of irrele-
vant covariates in the models resulted in the overestimation
of the environmental fraction of variation.

In conclusion, we provide a comprehensive assess-
ment of different methods to use in ecology when we
need to jointly model environmental and spatial effects.
As the particular shapes of species responses to the

FIGURE 6
estimating fractions of variation explained by the environment

Consistency of the different methods in

(left panel), space (middle panel), and the combined, total effect
(right panel) applied on nine empirical datasets. The pairwise
comparison consists of the correlation of the estimated variation
fraction values by each pair of methods (the color gradient
indicates the correlation value, from —1 in dark red to 1 in dark
blue). See Appendix S2 for references of the datasets. BRT,
boosted regression trees; CV, internal cross-validation (with,
“CV,” or without, “noCV”); GAM, generalized additive models;
k, dimension of the spline basis function (default, “def,” or with
fixed k = 10, “k10”); Ir, learning rate (0.01 or 0.1); MEMs,
Moran’s eigenvector maps; MVRF, multivariate random forest;
MVRT, multivariate regression trees; RDA, redundancy analysis;
SS, resample size (0 for SS = N and 20 for SS = N/5); UniRF,
univariate random forest
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environment are hard to hypothesize in the context of
community or multispecies data, we introduce tree-based
ML as a flexible method that can be widely used with both
abundance and occurrence data. If a priori hypotheses
about SERs are considered, GLM as a parametric method
is a reasonable choice for variation partitioning. The most
important message of this study is not to recommend one
“best” method, but to bring up a whole suite of possible
methods that are often overlooked, such as ML methods.
The simulations and statistical approaches covered in this
study can be adapted to explore the performance of differ-
ent models under more specific research questions, study
systems, and data types. We hope that this will inspire a
new generation of analyses that are better tailored to
the data and questions at hand. By choosing appropri-
ate methods to model different responses to the envi-
ronment and different spatial structures, with typical
ecological data such as species abundances and distri-
butions, species diversity, and community composition,
our recommendations apply to community ecology,
biogeography, and macroecology studies.
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